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Abstract: Experience sharing among multiple users in virtual reality (VR) is one of the key applica-
tions in next generation wireless systems. In this VR application, one object can be reproduced as
a virtual object based on recorded/captured multiple real-time images from multiple observation
points. At this time, VR applications require a lot of bandwidth to provide seamless services to
users in wireless links, and thus, a certain level of data rates should be maintained. As the number
of users increases, the server allocates more data rates to users on top of the limited bandwidth
in wireless networks. At this time, users who utilize the VR streaming services will suffer from a
lower quality, due to the limited bandwidth. This paper reports the measurement study and also
analyzes the fluctuations in terms of the data rates as the number of users increases while sharing
point cloud information in real-time authorized reality environments over IEEE 802.11ac wireless
networks. Moreover, it measures and analyzes fluctuations in terms of frames-per-second and Jitters,
which are practical quality reduction indicators.

Keywords: virtual reality; wireless communications; performance measurements

1. Introduction

Virtual reality (VR) has become a technology that helps our daily lives [1]. From a sim-
ple example of catching a virtual monster in a real backyard setting, to an application that
places virtual furniture in a room via a smartphone equipped with radar sensors, it is widely
used in augmented reality (AR) [2]. This is based on the development of vision sensors
and the lowering of prices for Lidar sensors, which are fitted to mobile devices. Currently,
research is being conducted on experience-sharing AR in which users can experience VR in
real worlds [3–5]. For example, one user’s behavior with a virtual object means that they
can observe it as it is when others look at the virtual object. Existing augmented and virtual
reality is heavily influenced by device dependencies [6], that is, when a device already runs
an application, it satisfies all the computing and communication requirements desired to
run the application; therefore, no consideration is given to computers and communication
networks [6]. However, the situation is different in AR services when the AR experience is
shared. It requires a lot of bandwidth because AR shares the point cloud information for a
virtual object by default [7–9]. Users must ensure a certain level of data rate requirements
or higher for normal services. The increased number of users leads to a reduction in data
rates due to the limited bandwidth over wireless links, which results in quality degradation.
This paper identifies fluctuations in terms of data rates when point cloud information is
shared in real-time authorized reality environments over IEEE 802.11ac wireless networks.
In addition, this paper observes and analyzes frames-per-second (FPS) and Jitters, which
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are practical performance evaluation indices in real-time video streaming. The contribution
of this paper can be summarized in three ways.

• This paper conducts the measurement study for real-world VR streaming services
(i.e., streaming from servers to end-users) in terms of data rates, FPS, and Jitters with
the Unity software library. Notice that the data rates, FPS, and Jitters are major real-
world video streaming performance evaluation criteria that are widely and actively
used [10,11].

• In addition, this paper also analyzes the FPS and Jitter fluctuations based on the data
rate dynamics over IEEE 802.11ac wireless networks.

• Lastly, to the best of our knowledge, this work is the first to conduct a measurement
study for defining the fundamental limits of VR streaming over IEEE 802.11ac wireless
links. These kinds of measurement studies are definitely and essentially required for
multimedia streaming research, e.g., [12]. Note that the introduction to measurement
study trends are presented in Section 2.

The rest of this paper is organized as follows. Section 2 summarizes the related work
of this measurement study. In addition, Section 3 presents the deep-dive measurement
study results for VR content streaming in IEEE 802.11ac wireless networks. In addition, the
results are discussed in many aspects. Lastly, Section 4 concludes this work and presents
future research directions.

2. Related Work

The related research results for the measurements study of VR contents streaming
over wireless networks can be classified into three main categories. First of all, in order to
transfer and deliver point cloud information in real time, many research activities have
been conducted for the compression of point cloud information because it involves an
enormous amount of data [13,14].

The proposed algorithm in [13] introduces how to extend pointer clouds in decoders
by encoding data structural differences. They eliminate spatial and temporal redundancies
between continuous point clouds by differentially encoding the changes within the octet
data structure of the point cloud. Furthermore, it presents Voxel-local point detail coding,
which reduces the computational and memory requirements to enable online compression
by increasing the point precision.

The proposed algorithm in [14] aims at the use of point clouds in autonomous driving
to investigate accidents or apply them to various applications. They tried to solve the
limitation problem due to the data size of the pointer cloud via a deep learning-based
streaming point cloud compression method that can be performed in real time. It efficiently
reduces temporal redundancy, using U-net with decoders and encoders and the prepro-
cessing of data. Furthermore, when collecting data, 3D cloud information is stored without
loss in a 2D matrix to reduce redundancy in space. During the process of collecting data,
streaming occurs in real time, thereby reducing any temporal redundancy. Therefore, it is
demonstrated through experiments that the method mentioned in [14] is more efficient than
the previously proposed Octree compression, MPEG-based compression, and SLAM-based
compression methods. The above studies have introduced ways to compress data in point
clouds themselves in their own distinct way.

The proposed algorithm in [15] collects 3D spatial data using Microsoft Kinect sensors
and utilizes the point cloud library (PCL) to process and filter 3D spatial data. It introduces
a method for measuring and comparing FPS by adjusting the filtering time and filter ratio
on PCL when streaming point clouds. The filters used in this paper are the Voxel Grid
filter, Approximate Voxel Grid filter, and Pass-Through filter, which removes non-infinite
points and all points outside the specified interval for the specified field. A Voxel Grid
filter is a filter that creates a 3D Voxel Grid across the entire input cloud and downsamples
points within each individual Voxel based on its center. The Approximate Voxel Grid filter
is a filter that approximates the centroid using a hashing function in the Voxel Grid filter
to speed up the process while sacrificing accuracy. Experiments showed that the average
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FPS of Pass-Through filters was the highest, thereby introducing a new study method for
screening filters with the highest FPS when point clouds are streamed using several kinds
of filters.

Furthermore, in order to improve the robustness of multimedia content streaming over
wireless networks, multi-path end-to-end contents delivery is also actively studied [16–18].
In addition, the literature verifies that the multi-path algorithms outperform their compar-
ing algorithms [16–18].

Finally, an efficient method is proposed for streaming high quality 3D clouds [19].
In this study, the authors run a pilot study for dynamic adaptive point cloud streaming,
and conduct a study that extends the notion of dynamic adaptive streaming over HTTP
to DASH-PC, which is a bandwidth and view-aware point cloud streaming system. The
bandwidth problem that arises with high quality point cloud is solved by utilizing DASH-
PC. The experimental results show that adaptation could significantly save the point cloud
streaming bandwidth, improve the rendering performance, and have a low impact on qual-
ity. The experimental results also show that through adaptation, the point cloud streaming
bandwidth can be greatly reduced and the rendering performance can be improved, with-
out impacting the quality of service. Therefore, a dynamic point cloud streaming adaptation
technique to address the high bandwidth and processing requirements of transmission and
rendering of dense point clouds is obtained from this work.

In addition, this paper considers the measurement study of real-time VR contents
streaming over wireless networks. The measurement study is de facto one of the major
research fields that defines the fundamental limits of network and video streaming per-
formance [20–26]. The measurement study has been widely and actively conducted. In
wire-line internet-based multimedia streaming, various types of measurement studies have
been conducted in Youtube video streaming [20,21], Netflix/Hulu video streaming [22],
real-time video games [23], and audio/text-sequence streaming, such as Skype, iChat, and
Google+ [24]. In wireless networks, measurement studies have been also performed in
LTE networks [25,26]. These measurement studies are all based on their specific interests;
however, none of them do not consider VR-specific real-time video streaming features and
characteristics.

The related work contributions discussed in this section are all considered link-level
performance estimation. These link-level performance evaluation study results are for defin-
ing the fundamental limits of real-time wireless VR streaming. However, the measurement-
based performance study results in this paper additionally consider the computation
impacts of real-time VR contents encoding/decoding and compression. Therefore, it is
obvious that the presented measurement-based performance study results in this paper are
much more useful for real-world VR network designers and engineers.

3. Measurement Study of AR/VR Streaming over IEEE 802.11ac Wireless Networks

This paper focuses on the delay measurement study of VR streaming services in terms
of data rates as the number of users increases. The data rates are measured to quantify the
quality degradation as more users connect to the 3D streaming service. The data rates must
be measured in order to obtain the minimal requirements for maximum user experience.

3.1. Measurement and Experimental Setup

To emulate a realistic environment, data rates of AR/VR streaming services are con-
figured over a IEEE 802.11ac wireless network condition. The experimental setup, where it
depicts the measurement of data, is constructed as shown in Figure 1. As shown in Figure 1,
Azure Kinect monitors its surrounding as 3D scenes and passes the information to Unity in
the form of point clouds.

At the system model level, the point cloud information obtained from Azure Kinect is
transferred to Unity. Azure Kinect is a PC peripheral device with an artificially intelligent
sensor produced by Microsoft for computer vision. Unity is a widely used program to
create 3D and 2D interactive content for animation, architectural visualization and VR.
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With the point cloud information received from the camera, we construct a 3D scene of its
real-time recorded environment. Unity also delivers high quality 3D scene information to
servers created in Webrtc via render streaming and high definition render pipeline (HDRP).
Webrtc allows 3D scenes from Unity to be streamed in real time to the client. The client
sends control information (pitch, roll, yaw) to Unity through a data channel, which is once
again produced by Webrtc.

Figure 1. System model.

This section presents the experiment setup (refer to Section 3.1), implementation of
data rate, Jitter, and FPS (refer to Section 3.2, Section 3.3, and Section 3.4, respectively) and
the analysis of the proposed correlation (refer to Section 3.5). The hardware and software
setup is also constructed in this section.

In terms of hardware, we employed an NVIDIA 2080Ti station equipped with 4 ×
Tesla V100 GPUs (a total of 128 GB memory available) and an Intel Xeon E5-2698 v4 2.2 GHz
CPU with 20 cores (256 GB system memory available in total). Note that the details of
hardware information for connected users is presented in Table 1. In terms of software, we
utilized Azure Kinect viewer v1.4.1 to obtain 3D views of the captured scene and Unity
version 2021.1.5f1 and Webrtc version 2.2.1 for real-time streaming.

Table 1. Simulation setup.

Hardware/Software Specification

CPU

Intel(R) Core(TM) i5-7500 CPU @ 3.40 GHz
Intel(R) Core(TM) i7-9700K CPU @ 3.60 GHz

AMD Ryzen 7 1800X 8-core processor
AMD® Ryzen threadripper 3970× 32-core processor × 64

Intel(R) Core(TM) i7-10700K CPU @ 3.80 GHz

GPU

NVIDIA GeForce GTX 1060 3 GB
NVIDIA GeForce GTX 1660
NVIDIA GeForce GTX 1050

NVIDIA Corporation TU104 GeForce RTX 2080 SUPER
Intel(R) UHD Graphics 630

RAM 16 GB, 64 GB, 128 GB

Unity Unity version 2021.1.5f1

Azure kinect Azure kinect viewer version 1.4.1

Webrtc Webrtc version 2.2.1

Matlab Matlab version 2021a

Operating system Windows 10

Render streaming Unity Render Streaming version version 2.0.2
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First, the Azure Kinect depth camera is installed inside the Institute of Artificial
Intelligence Engineering building at Korea University to capture the internal structure of
the room as shown in Figure 2. The camera produces a 2D depth map of the footage taken.
The same 2D depth map of the camera’s coordinate system is converted into a 3D point
cloud to present a 3D representation of the captured scene. Within the camera, 3D scenes
are converted into point cloud, which is then compressed and processed using PCL. In
order to stream the represented 3D scenes in real-time, the camera is linked with Unity and
directly inputs the point cloud information.

Figure 2. Experimental settings.

The implementation conducted using Unity is depicted in Figure 3, where communi-
cation indicators, such as the server’s FPS and bit-rates, can be determined. In addition,
the render streaming code written by Unity Script established a streaming environment,
including resolution, camera adjustment angle, and number of point clouds. The 3D scene,
converted from the 2D depth map using the point cloud, is shown in Figure 4. At the same
time, the render streaming asset, with version v2.0.2, is utilized within Unity. Two render
streaming cameras are implemented to connect with multiple users and to apply the user’s
request, which involve screen rotation due to touch and mouse manipulation, to other
users. During streaming, the resolution of 1280*720 is maintained, using HDRP in Unity, to
allow a consistent streaming experience with high resolution.

Figure 3. Simulation model.
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Figure 4. Unity 3D scene.

Our proposed model differs significantly from the existing point cloud streaming
methods, where Figure 3 is implemented in Unity. By comparison, Figure 4 is streamed to
a much higher resolution point cloud that is enabled through the implementation of HDRP.
Unity runs a web server called Webrtc to connect with users in real time. Connecting and
streaming to the user is represented in Figure 5. When the users and server are connected,
Webrtc measures the bit-rate, Jitter buffer performance, number of packets received and
dropped, and video frame rate.

Figure 5. Streaming 3D scene.

There are three main types of experiments conducted in this paper. The first exper-
iment is devised to understand the changes in the data rate to compare the quality of
communication as the number of users increases. The second experiment is conducted to
monitor the changes in the performance indicators, such as Jitter, FPS, or Frame Dropped,
depending on the number of users. The final experiment measures the variations in the
data rate conditional to the changes in those performance indicators.

The indicators used to compare the performance of communication depending on
the user number are Jitter and FPS. Jitter portrays the change in latency and delay in
communication situations. It is an adequate performance evaluation factor, as it determines
how smoothly communication proceeds, depending on the stabilization state of Jitter [27].
FPS is the most common performance indicator used to determine the state of the commu-
nication. If the real-time communication situation is not stable, the number of frames on
the screen being transmitted is reduced and the FPS is lowered. Therefore, we select FPS
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as the indicator to evaluate the communication performance. To support the assessment
using the FPS indicator, we consider an auxiliary indicator called Frame Dropped.

The experimental results are obtained by extracting graphs as shown in Figures 6–9,
where all experiments are repeatedly conducted with varying the number of users. Figures 6–9
display the data information required to analyze the communication status using the above
indicators depending on the number of users. The distance between the connected PC and
other users is 2.5 m. It should be noted that the connection of users to the PC occurs only when
the bit-rates per second (bps) has stabilized to some extent, which is represented by the red
dotted circles in Figure 6. In Figure 6, the orange dotted circles depict the times the PC connects
to users. Figure 6 is the value of the data rate according to the number of users connected;
Figure 7 represents the change in Jitter according to the number of users connected to the
server. Lastly, Figures 8 and 9 represent the change in FPS and Frame Dropped, respectively,
depending on the number of users connected.

Figure 6. Bit Rate measurement graph by number of users connected.

Figure 7. Jitter measurement graph by number of users connected.

Figure 8. FPS measurement graph by number of users connected.
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Figure 9. Frame Dropped measurement graph by the number of connected users.

3.2. Measurement Results–Data Rate

As the number of users increases, the change in data rate is summarized in Table 2.
The value of the data rate shown in the table is the average of the values obtained from
three experiments. This averaged data rate value is acquired when the bps is stable (i.e., the
positions indicated with the red dotted circle) in Figure 6. The orange arrows in Figure 6
denote the time when a new connection between a user and PC is made. During those
positions, a sharp decline in bit rate, which is essentially the same concept as the data rate,
can be observed. As more users connect to a server, the fixed amount of the data rate needs
to be distributed among those users, thereby decreasing the assigned data rate to each user.

Table 2. Data rate by the number of users connected (unit: Mbps).

Number of Users User 1 User 2 User 3 User 4 User 5 Average

1 38.742 - - - - 38.742
2 29.626 21.144 - - - 25.385
3 28.318 21.117 19.085 - - 22.840
4 26.807 18.698 18.547 16.944 - 20.249
5 25.739 18.597 17.458 15.637 15.4729 18.581

3.3. Measurement Results—Jitter

Similarly, the change in the Jitter value as the number of users increases is shown in
Table 3. The level of the Jitter declines as more users connect to the server, as shown in
Figure 7. The fall in Jitter levels indicates that the bitrate rises, resulting in a reduction in
latency between users and servers. When the user is in the process of connecting to the
server, the Jitter value becomes unstable as depicted by the orange dotted circles in Figure 7.
The black dotted circles in Figure 7 represent the moment when the user disconnects from
the server. As seen in this part of the graph, the Jitter value soars, and the bitrate levels
drop to a minimum.

Table 3. Jitter by number of users connected (unit: second).

Number of Users User 1 User 2 User 3 User 4 User 5 Average

1 1.550 - - - - 1.550
2 1.611 2.471 - - - 2.041
3 1.973 2.524 2.928 - - 2.475
4 3.676 3.847 3.943 4.534 - 3.999
5 4.118 4.446 4.715 5.1482 6.198 4.925

The Jitter change with respect to the data rate is illustrated in Figure 10. This graph, with
data rate values from 0 to 40, shows that the Jitter and data rate are inversely proportional.
The red crosses in Figure 10 are the actual data points measured. These values are regressed
to predict the line of best fit. The equation for the regression curve, shown in black, is shown
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as an equation of curves in the form of y = 5.958 × e−0.0229x exponential. As can be seen by
the regression equation, Jitter and the data rate have a inverse relationship.

Figure 10. Jitter according to data rate.

3.4. Measurement Results–FPS

Comparably, the change in the performance indicator FPS is also explored in Table 4 as
the number of users increases. The values in the table indicate that the higher the number
of users connected to the server, the lower the quality of communication provided. In
addition, the Frame Dropped indicator increases with the number of connected users as
shown in Figure 9. Furthermore, the change in FPS with data rates is depicted in Figure 11.
This graph indicates that the data rate and FPS increase proportionately. The red cross
points displayed in Figure 11 is a measurement of the actual data, and these values were
regressed to predict the line of best fit, represented in the form of the black test curve.
The equation for the regression curve is shown as an equation of curves in the form of
y = 5.499 × e0.0255x exponential. In other words, the FPS and data rate have a proportional
relationship.

Table 4. FPS by the number of users connected users (unit: Hz).

Number of Users User 1 User 2 User 3 User 4 User 5 Average

1 17.333 - - - - 17.333
2 15.333 15.000 - - - 15.166
3 14.667 14.333 14.000 - - 14.333
4 12.667 12.333 11.667 11.000 - 11.917
5 12.000 11.667 11.000 10.667 8.000 10.667
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Figure 11. FPS according to data rate.

3.5. Measurement Results—Performance Indicator Analysis

In this section, we intensively measure and analyze the real-time VR streaming perfor-
mance over IEEE 802.11ac wireless links in terms of data rate, Jitter, and FPS in various
communication situations. The correlation of each indicator according to the data rate
is shown in the forms of y = 5.958 × e−0.0229x and y = 5.499 × e0.0255x, respectively, as
analyzed in Sections 3.3 and 3.4, respectively. The correlation between Jitter and FPS is
clearly illustrated in Figure 12, based on our measurement study. The red crosses represen-
tation of Figure 12 is the measurement of the actual data and the regression of these values
are calculated. As the FPS value does not fall below 6, the data are predicted to be in a
straight black line. Regression results show the linear equation of y = −0.323x + 6.989. The
correlation coefficient is −0.835, which shows a strong negative correlation between Jitter
and FPS. This shows that each indicator is correlated and there is the minimum amount
of the data rate that can maintain optimal communication depending on the number of
users connected.
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Figure 12. Jitter according to FPS.

Lastly, Tables 2–4 show that the performance in terms of the data rate, Jitter, and
FPS, depends on the number of users. For the case of standalone single user, it can utilize
maximum communication resources; therefore, it can maintain good performance in terms
of the given performance metric. If we have multiple users, the communication resources
should be shared, i.e., the performance will be degraded. In terms of Unity software’s
render streaming setting, the communication resource allocation priority will be ordered
from user 1 to user 5. Thus, we can observe the measurement results as shown in the
Tables 2–4.

4. Conclusions and Discussion

As the pandemic creates more restrictions and lock-downs in neighborhoods, more
and more people engage in 3D video streaming to interact with each other at a more inti-
mate level. This paper searched for an effective way to maintain the quality of streaming
of 3D scenes captured by a camera as more users access the service. Therefore, this paper
conducted several experiments to determine our target data rate with the best communica-
tion network status for a pleasant 3D streaming experience among multiple clients. The
experiments show that as the number of connected users increases, the data rate received
by each user decreases. This means that there is a limited amount of data rate at the server
that can be assigned to users; when the number of users increases, the data rate provided
to existing and new users decreases, resulting in inevitable quality degradation.

Hence, in a setting where the number of users increases in the same communication
state, we measured FPS, Jitter, and cumulative Frame Dropped values, which all represent
the quality of communication. Consequently, an increase in the number of connected users
results in a decrease in FPS, an increase in Jitter, and an increase in the cumulative number
of Frame Dropped. This shows that the more users connect to the server, the lower the
quality of communication. To determine the optimal communication environment based on
data rate allocated for total users, we need to know the relationship between performance
indicators. Therefore, we first measured the change in Jitter and FPS with data rate. As
the data rate increased, Jitter declined, as shown in Figure 10. On the other hand, as the
data rate increased, FPS increased along the curve of Figure 11. The relationship between
Jitter and FPS has a strong negative correlation with a correlation coefficient of −0.835,
like that shown in Figure 12. Thus, we conclude with the fact that there is a correlation
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between performance indicators, which we can leverage to find the minimal data rate that
maintains the communication quality, even as the number of connected users increases.

This study is based on the field of Extended Reality (XR). The above study measures
the state of communication that changes as the number of users increases when point
clouds are shared in real-time authorized reality environments. The data rate and the
performance metrics that immediately reflect the quality of user experience, Jitter and FPS,
are measured and analyzed. As our future research directions, the following topics are
worthy of consideration.

• This work can be developed into a study of the optimization of the minimum data rate
and communication indicators to maintain the quality of real-time communication in
an XR environment. It can also be extended to evolve into the commercialization of
real-time reality streaming systems.

• In order to improve the communication efficiency over the fundamental limit mea-
surement study of wireless VR streaming as shown in this paper, the algorithms for
dealing with spatial and temporal redundancies under the consideration of sparsity
and disorder are desired. It is required to jointly consider the aspects on top of our
wireless link measurement study in this paper.

• Moreover, we conducted the measurement study in an office environment for this
paper. For the extension, we will conduct this type of measurement study in various
environments, e.g., campus environment, outdoor environment, and smart factory
environment for digital twin applications.

• Lastly, we can consider various wireless communication technologies, such as 60 GHz
millimeter-wave networks [28–30].
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